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Fig. 1. Challenges in mobile manipulation. Mobile manipulation plays a pivotal role in core robotic tasks such as object grasping, placement, rearrangement,
and articulated object manipulation. Each of these tasks poses distinct challenges, requiring the motion generator to holistically account for constraints posed
by environmental geometry and robot embodiment to accomplish task-specific objectives.

Abstract—Recent advances in diffusion models have opened
new avenues for research into embodied AI agents and robotics.
Despite significant achievements in complex robotic locomotion
and skills, mobile manipulation—a capability that requires the
coordination of navigation and manipulation—remains a challenge
for generative AI techniques. This is primarily due to the high-
dimensional action space, extended motion trajectories, and
interactions with the surrounding environment. In this paper,
we introduce M2Diffuser, a diffusion-based, scene-conditioned
generative model that directly generates coordinated and efficient
whole-body motion trajectories for mobile manipulation based on
robot-centric 3D scans. M2Diffuser first learns trajectory-level
distributions from mobile manipulation trajectories provided by
an expert planner. Crucially, it incorporates an optimization
module that can flexibly accommodate physical constraints and
task objectives, modeled as cost and energy functions, during
the inference process. This enables the reduction of physical
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violations and execution errors at each denoising step in a
fully differentiable manner. Through benchmarking on three
types of mobile manipulation tasks across over 20 scenes, we
demonstrate that M2Diffuser outperforms state-of-the-art neural
planners and successfully transfers the generated trajectories to
a real-world robot. Our evaluations underscore the potential of
generative AI to enhance the generalization of traditional planning
and learning-based robotic methods, while also highlighting
the critical role of enforcing physical constraints for safe and
robust execution. Videos, code and more details are available at
https://m2diffuser.github.io.

Index Terms—Mobile Manipulation, Embodied AI, Diffusion
Model, Trajectory Generation and Optimization

I. INTRODUCTION

RESEARCH into Embodied Artificial Intelligence (EAI)
increasingly emphasizes interaction with the environment,

progressing from passive observation in learning visual naviga-
tion [1], [2] to active manipulation in object rearrangement [3],
[4], and more recently, to integrate large foundation models to
tackle highly interactive tasks [5], [6], [7], [8], [9]. However,
mobile manipulation [10]—a core capability enabling agents
to perform a wide range of tasks across large spaces—remains
challenging for EAI agents.

The key difficulty in solving mobile manipulation tasks is the
need to jointly account for agent embodiment, large-scale envi-
ronment geometry, and task-specific objectives and constraints.
For instance, as illustrated in Fig. 1, when approaching and
grasping an object, the success of the agent’s motion execution
depends not only on its own configuration but also on the state
of its surroundings along its movements. Furthermore, even
when picking the same object, the variations in context require
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task objectives tailored to ensure that the agent’s base position
allows its arm to reach the object, the arm can avoid collisions
with the environment, and the end effector can achieve a specific
pose to execute the desired grasp, which all eventually lead
to various types of motion constraints for the agent. However,
the interdependencies—and sometimes conflicts—among these
constraints present significant challenges for both traditional
planning-based methods and learning-based approaches to solve
the corresponding motion generation problems.

Encoding task objectives and related motion constraints
implicitly in demonstration data or carefully designed reward or
loss functions [11], [12], [13], [14], Imitation Learning (IL) and
Reinforcement Learning (RL) are usually used for EAI agents
to learn sophisticated skills [15], [16], [17], [18], [19], [20],
[21], complex locomotion [4], [22], [23], [24], [25], whole-body
motion [26], [27], [28], or advanced policies for long-horizon
tasks [29], [30], [31]. However, they often struggle to fully
eliminate violations of physical constraints in model inference.
Moreover, expensive new data collection and model re-training
are typically required to incorporate new task requirements.
On the other hand, the field of robotics has a long history
of developing planning and control methods to ensure robust
and efficient executions for robots, a more concrete form of
EAI agents. With substantial modeling techniques, various
constraints can be formulated for robots to accomplish complex
mobile manipulation tasks through whole-body control [32],
[33], [34] and base-arm coordination [35], [36], [37]. However,
these approaches heavily rely on perfect knowledge of the
environment [38], [39] and engineered goal proposals (e.g.,
grasp poses) [40], [41], limiting their scalability in real-world
deployments.

Recently, generative AI has demonstrated the remarkable
ability to produce diverse and even novel content in text [42],
images [43], [44], and videos [45], [46] with high spatial and
temporal consistency. However, the success of generative AI
techniques has not yet been demonstrated in complex robotic
tasks like mobile manipulation, primarily due to (i) the high
dimensionality of the solution space, which requires efficient
modeling and high-quality training data, and (ii) the strict
requirement for physically precise execution, which demands
high-fidelity model outputs.

In this paper, we explore leveraging generative modeling
techniques to produce holistic mobile manipulation motion
that not only coordinates navigation and manipulation for
obstacle avoidance, but also strictly satisfies task objectives
with high precision, such as grasping objects. Specifically,
we propose the Mobile Manipulation Diffuser (M2Diffuser), a
scene-conditioned diffusion model that takes robot-centric 3D
scans to generate whole-body coordinated mobile manipulation
motion. With the guided sampling mechanism inherent to
diffusion models, M2Diffuser incorporates explicit physical
constraints (e.g., joint limits, scene collision and motion
smoothness), as well as implicit task objectives (e.g., grasping
pose selection), as cost and energy functions during its inference
process. These functions are differentiable, effectively guiding
the optimization of sampled trajectories to reduce physical
violations and execution errors.

To develop M2Diffuser, we first collect high-quality training

data in simulated scenes by using an expert motion planner
to generate whole-body mobile manipulation trajectories with
smooth base-arm coordination. Second, we train M2Diffuser by
using robot-centric 3D scans, i.e., local point clouds represented
in the robot’s base coordinate, as model conditioning to improve
scalability. By evaluating M2Diffuser in both a physics-based
simulator and real-world environments, we demonstrate that
M2Diffuser significantly outperforms state-of-the-art neural
motion planners in generating robot motion for mobile ma-
nipulation tasks, where the robot must navigate toward and
grasp 15 types of target objects. Furthermore, we show that
the architecture of M2Diffuser is flexible enough to be adopted
to new mobile manipulation tasks, such as object placement
and goal reaching. Our findings reveal two key insights for
generative AI and EAI: (i) For motion generation, diffusion-
based models offer a promising alternative to classical motion
planning approaches, which require extensive prior knowledge
and manual design, as well as to learning-based autoregressive
planning approaches, which struggle to ensure physical safety
and precise executions; and (ii) Even SOTA generative AI
techniques, when trained with high-quality data from expert
mobile manipulation planners, are still insufficient to guarantee
safe execution. Effective enforcement of physical constraints
during the generation process is critical for success in complex
robotic applications.

A. Related Work

Motion Generation in 3D Scenes: Generating robot motion
requires understanding object geometry and scene context. Var-
ious 3D representations can be derived from raw observations,
such as point clouds [14], [47], [48], [49], voxels [47], [50],
[51], [52], [53], and implicit fields [54], which support the
learning of dexterous skills [47] and object manipulation [48],
[51], [52], [54], [55]. Similarly, neural planners have been
developed to imitate expert planner behaviors based on 3D
representations of the environment [14], [49], [50]. While
these methods accelerate motion generation, they primarily
model robot motion generation as an autoregressive process,
which struggles to capture complex trajectory distribution.
In this work, the proposed M2Diffuser learns trajectory-level
distributions directly through a diffusion process, mitigating
the weakness of existing methods in learning high-dimensional
trajectory generation for mobile manipulation.

Diffusion Models in Robotics: Due to their advantages in
modeling multi-modal data distributions with stable training,
diffusion models have been widely applied to robotic tasks
like stationary manipulation [47], [48], [54], [56], [57], [58],
[59], [60], [61], [62], [63], [64], [65], [66], [67], autonomous
navigation [68], [69], [70], quadruped locomotion [71], drone
flight [72], dexterous manipulation [73], [74], [75], and
mechanical structures [76], [77]. However, applying diffusion
models to mobile manipulation tasks requires high-quality
training data, which is difficult to obtain. In this work, we
leverage an expert planner from our previous research [35],
[36] to collect a large set of whole-body mobile manipulation
trajectories and use them to unlock the capability of diffusion
models in complex robotic tasks.
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Learning-based Trajectory Optimization: Trajectory opti-
mization [78], [79] has enabled robots to generate smooth and
efficient movements. However, the requirement to explicitly
define the objective and constraints limits the scalability of
these techniques in complex tasks and challenging real-world
environments. Existing work has addressed this limitation by
applying deep learning to: (i) learn task goals such as grasp
poses [80], [81] and object affordance [53], [82], [83], (ii) learn
implicit objectives and constraint functions for grasping [63],
[81], [84] and collision avoidance [85], [86], [87], and (iii) learn
neural motion planners from demonstrations for generating
collision-free [14], [62] or kinematically feasible motion [14],
[59], [62], [88]. In this work, M2Diffuser draws inspiration
from these efforts and aims to tackle mobile manipulation.
It directly learns trajectory-level distributions from expert
demonstrations, followed by guided trajectory optimization
with differentiable cost functions of physical constraints and
task-oriented energy functions, which can be either explicitly
defined or learned from data.

Scene Understanding in Mobile Manipulation: Existing
IL- and RL-based household mobile manipulation primar-
ily relies on egocentric or overhead observations, including
RGB [20], RGB-D [21], [89], [90], and depth [4], [19],
[91] images. This setup provides only partial visual input,
insufficient for capturing object-geometric and scene-spatial
information, leading to poor understanding of constraints
(e.g., occluded obstacles) between the robot embodiment and
the environment. In this work, M2Diffuser uses robot-centric
3D scans as visual input. Such 3D scans encode detailed
geometric and spatial relationships around the robot, enhancing
the model’s understanding for physical constraints and task
objectives. This design benefits decision-making and safe
motion execution in cluttered 3D environments.

B. Contribution

To our knowledge, ours is the first work that applies diffusion
models to solve robotic mobile manipulation tasks. It makes
four major contributions:

1) We propose M2Diffuser, the first scene-conditioned mo-
tion generator tailored for mobile manipulation in EAI.
It seamlessly integrates multiple physical constraints and
flexibly handles different task objectives, and directly gen-
erates highly coordinated whole-body motion trajectories
with physical plausibility from 3D scans.

2) We highlight the importance of integrating physical
constraints and task objectives into the generative process
via a guided optimization mechanism, which ensures
physical plausibility and task completion of the generated
motion.

3) We demonstrate that the diffusion-based planner, compared
to previous autoregressive planners, is better suited for
generating high-dimensional mobile manipulation motion.
It ensures spatial and temporal consistency of the gener-
ated trajectories.

4) We also show that taking local 3D scans around the robot
as model visual input can be more effective for real-world
generalization and deployment.

C. Overview

The remainder of this paper is organized as follows. In Sec. II,
we define the problem and provide a detailed introduction
to our method. Sec. III presents the experimental setup and
compares M2Diffuser with baseline models across three mobile
manipulation tasks in various simulated 3D environments. In
Sec. IV, we validate our method in real-world 3D household
settings. Finally, Sec. V discusses the limitations and outlines
potential directions for future research, followed by Sec. VI
where we conclude the paper.

II. MOBILE MANIPULATION DIFFUSER

A. Problem Statement and Diffusion Model

Given the robot-centric 3D scan of a scene S, M2Diffuser
aims to generate an efficient and coordinated trajectory that
fulfills the task objective O, enabling the robot to complete
tasks such as object grasping, object placement, or reaching a
target pose without physical violations. We denote the trajectory
as τ = (q0, · · · ,qi, · · · ,qH), where qi ∈ Rd is the robot’s
joint position and the trajectory is discreted by the task horizon
H . Here we assume that a low-level controller can robustly
drive the robot’s configuration qi to qi+1 as long as they are
physically feasible.

Diffusion model [92] consists of a forward and a reverse dif-
fusion process, respectively corresponding to the model training
and inference. During the forward process q (τt | τt−1), the
initial data τ0 ∼ q (τ0) sampled from the dataset is perturbed
by adding gradually-decreased noise, which eventually turns
the data into Gaussian noise τT . In the reverse process, the
data is reconstructed from τT following an iterative denoising
process with learned Gaussian kernels. M2Diffuser formulates
mobile manipulation as trajectory optimization and solves it
with the spirit of optimization as inference, i.e., by sampling
the trajectory-level distribution learned by the diffusion model.
Leveraging the diffusion model with loss-guided sampling and
flexible conditioning, M2Diffuser models the probability of
mobile manipulation trajectory conditioned on 3D scan S and
objective O as:

p (τ0 | S,O) =

∫
p (τT | S,O)

T∏
t=1

p (τt−1 | τt,S,O) dτ1:T ,

(1)
where T denotes the maximum time step in diffusion process,
and p (τT | S,O) is a standard Gaussian distribution. To
sample from p (τ0 | S,O), we must iteratively sample from
the conditional distribution p (τt−1 | τt,S,O), which follows

p (τt−1 | τt,S,O) =
pθ (τt−1 | τt,S) pϕ (O | τt−1,S)

p(O | S)
∝pθ (τt−1 | τt,S) pϕ (O | τt−1,S) .

(2)

B. Trajectory Generation via Conditional Diffusion

pθ (τt−1 | τt, t,S) represents the probability of generating
scene-conditioned trajectory τt−1 at denoising step t and is
independent of task objective O. In this work, we model it using
a scene-conditioned diffusion model similar to [62]. According
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Fig. 2. Overview of the M2Diffuser, a diffusion-based motion planner designed to sample and optimize whole-body coordinated trajectories directly from
natural 3D scans, efficacious for mobile manipulation in 3D scenes. Using robot-centric 3D scans as visual input, M2Diffuser employs an iterative denoising
process to generate task-specific trajectories. It optimizes the sampled results at each denoising diffusion step guided by cost and energy functions, ensuring
physical plausibility and task completion of generated trajectories.

to the formulation of the diffusion model in [92], it can be
written as

pθ (τt−1 | τt,S) = N (τt−1;µθ (τt, t,S) ,Σθ (τt, t,S)) .
(3)

For simplicity, we only learn the mean µθ, while the
covariance Σθ is decided by noise schedules. Ingeniously, [92]
formulates µθ as

µθ (τt, t,S) =
1

√
αt

(
τt −

1− αt√
1− ᾱt

ϵθ (τt, t,S)
)
, (4)

where αt and ᾱt are defined by noise schedules in the forward
process [92], [93], [94]. Then µθ can be learned with a noise
prediction network ϵθ via a MSE loss:

Lθ (τ0 | S) = Et,ϵ,τ0

[∥∥ϵ− ϵθ
(√

ᾱtτ0 +
√
1− ᾱtϵ, t,S

)∥∥2]
= Et,ϵ,τ0

[
∥ϵ− ϵθ (τt, t,S)∥2

]
,

(5)
with t ∼ U(1, T ), ϵ ∼ N (0, I) and τ0 ∼ q (τ0). Specifically,
we utilize the architecture ϵθ (as shown in Fig. 2) to predict
the noise at each diffusion step.

C. Trajectory Optimization via Guided Sampling

pϕ (O | τt−1,S) indicates the likelihood of accomplishing
the task objective O in scene S with trajectory τt−1. Prac-

tically, achieving O also implies that the trajectory τt−1 is
subject to the constraints imposed by the 3D scene S and
robot embodiment. Therefore, we write pϕ (O | τt−1,S) in
its exponential and decompose it w.r.t. the task objective and
constraints:

pϕ (O | τt−1,S) ∝ exp (φ (τt−1,S))

= exp

(
−e (τ ,S)−

∑
i

λici (τ ,S)

)
,

(6)

where e (τ ,S) represents the energy function for task com-
pletion, and each ci (τ ,S) represents the cost function of
violating a physical constraint. The energy function varies
in different tasks, such as object grasping, object placement, or
reaching a goal configuration. We define multiple cost functions
that penalize failures to meet collision avoidance, trajectory
smoothness, and joint limit constraints, balanced with weight
λi. The design of these functions is detailed in Sec. II-D and
Sec. II-E.

According to the definition of Σt in [92], as the diffusion
time step t approaches 0, the noise covariance ∥Σt∥ → 0.
Consequently, we can approximate log pϕ (O | τt−1,S) using
a first-order Taylor expansion around τt−1 = µt following [61],
[62]:

log pϕ (O | τt−1,S) ≈ (τt−1 − µt)
T
g + C, (7)
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shows the diffusion and denoising process of the robot’s end effector trajectory
in a grasping task (e.g., grasping a book).

where µt = µθ (τt, t,S), Σt = Σθ (τt, t,S), C is a constant,
and the gradient

g = ∇τt−1 log pϕ (O | τt−1,S) |τt−1=µt

= ∇τt−1φ (τt−1,S) |τt−1=µt .
(8)

Further, we can rewrite Eq. 2 as:

p (τt−1 | τt,S,O) = N (τt−1;µt +Σtg,Σt) , (9)

which follows a Gaussian distribution that is easy to sample
from. Then trajectory optimization with M2Diffuser is to
iteratively apply guided sampling until convergence. We present
the complete inference process of M2Diffuser in Alg. 2 and
the training process in Alg. 1.

D. Defining Task Objective as Energy Function

As described in Sec. II-C, trajectory optimization with
M2Diffuser relies on defining the task objective with an energy
function. We consider three alternative task objectives, i.e.,
object grasping, object placement, and goal reaching. Below, we
elaborate the definition of the corresponding energy functions.

a) Grasping Energy: For a 3D object, it’s usually nontrivial
to define an energy function to measure the quality of a SE(3)
grasping pose due to the multi-modal natural of the solution
space. Therefore, we define a data-driven grasping energy
function following [63] to guide the diffusion process to jointly
optimize grasp sampling and trajectory generation:

egrasp = Eθ

(
Po, ϕ

H
ee (qH−1) , t

)
, (10)

where Eθ is pre-trained as in [63], Po is the point cloud of
target object, ϕH

ee(·) : Rd → SE(3) is the robot’s forward
kinematics that maps joint position into end effector pose, and
qH−1 is the last joint position of sampled trajectories and t is
current diffusion time step.

b) Placement Energy: We define a placement energy
function to guide the robot to place the object on the target
area with physical plausibility:

eplace =
∑

p1i∈P1

min
p2j∈P2

(
∥p1i − p2j∥22

)
+

∑
p2j∈P2

min
p1i∈P1

(
∥p2j − p1i∥22

)
,

(11)

Algorithm 1: Training of M2Diffuser
Input: Trajectories in 3D scene (τ0,S), Noise prediction

model of conditional diffusion ϵθ , learning rate η and
noise schedule terms ᾱt

// train base generation model
1 repeat

// sample trajectory
2 τ0 ∼ p(τ0 | S)

// sample noise and iteration step
3 ϵ ∼ N (0, I), t ∼ U(1, T )

// compute loss and update gradient
4 τt =

√
ᾱtτ0 +

√
1− ᾱtϵ

5 θ = θ − η∇θ∥ϵ− ϵθ(τt, t,S)∥2
6 until converged;

Algorithm 2: Inference of M2Diffuser
Modules : Noise prediction model of conditional diffusion ϵθ ,

initial joint position q0, energy function e (·), cost
functions {ci (·)} with weights {λi}

// one-step guided sampling
1 function sample (τt, φ):

// compute the mean and covariance
2 µt = µθ (τt, t,S) ,Σt = Σθ (τt, t,S)

// compute gradient
3 g = ∇τt−1φ (τt−1,S) |τt−1=µt

// sample with guidance
4 τt−1 ∼ N (τt−1;µt +Σtg,Σt)

// set initial state
5 τt−1[0] = q0

6 return τt−1

// trajectory optimization
Input: initial trajectory τT ∼ N (0, I), τT [0] := q0

// iterative denoising by guided sampling
7 for t = T, · · · , 0 do
8 τt−1 = sample(τt,−

[
e+

∑
i λici

]
)

// additional steps to improve convergence
9 for k = K, · · · , 1 do

10 τ0 = sample(τ1,−
[
e+

∑
i λici

]
)

11 τ1 = τ0

12 return τ0

where P2 denotes point cloud of the given target area (e.g.,
desk surface), and P1 denotes point cloud of the object’s
placement surface that transforms with qH−1 and the grasping
pose. Notably, P2 can be predicted by O2O-Afford [82] or
specified manually, while P1 can be detected by UOP-Net [83].
In practice, we obtain these point clouds ahead of time in a
pre-processing step before we solve for the trajectory.

c) Goal-reaching Energy: The goal-reaching task [14] is
to reach an end effector pose represented as the rendered end
effector point cloud. We define its energy function to punish
the chamfer distance between the goal point cloud and the
actual end effector point cloud at configuration qH−1:

egoal =
∑

pi
ee∈Pee

min
pj
g∈Pg

(∥∥piee − pjg
∥∥2
2

)
+

∑
pi
g∈Pg

min
pj
ee∈Pee

(∥∥pig − pjee
∥∥2
2

)
,

(12)

where Pg denotes the goal point cloud, and Pee denotes the
actual point cloud of end effector at qH−1.



6

E. Defining Physical Constraints as Cost Functions

In the following, we further define the list of cost functions
that penalize the violation of physical constraints.

a) Collision-avoidance Cost: We define the collision-
avoidance cost function to penalize the physical collision
between the scene and the robot. Instead of calculating mesh
collision between scene objects and robots, we estimate the
collision depth between Signed Distance Field (SDF) of the
scene and N sampled points on robot’s surface. Then the
collision-avoidance cost is defined following [95]:

ccollision =
∑
i

∑
h

Φs

(
pih
)
, (13)

where

Φs

(
pih
)
=


−Ds

(
pih
)
+ 1

2εc if Ds

(
pih
)
< 0,

1
2εc

(
Ds

(
pih
)
− ε
)2

if 0 ⩽ Ds

(
pih
)
⩽ εc,

0 otherwise.
(14)

We denote a surface point on the robot’s end effector at time
step h as pih, and its signed distance in the 3D scene as Ds(p

i
h).

We set a safety margin εc > 0 for collision avoidance.
b) Trajectory Smoothness Cost: The smoothness of robot

trajectories is essential to prevent abrupt changes in speed
and acceleration and improve safety. We define the trajectory
smoothness cost function to minimize the difference in joint
velocity between adjacent time steps:

csmoothness =
∑
i

∑
h

∥∥pi+2
h − 2pi+1

h + pih
∥∥2
2
. (15)

c) Joint Limit Cost: We define the joint limit cost function
to punish the violation of joint limits qmax and qmin:

climit =
∑
h

J (qh) , (16)

where,

J (qh) =

 ∥qlower − qh∥22 if qh < qlower,
0 if qlower ≤ qh ≤ qupper,

∥qupper − qh∥22 otherwise.
(17)

Here, qlower = qmin + εl, qupper = qmax − εl, qh denotes the
joint position at the time step h, and εl > 0 defines the safety
margin for joint limit violation.

F. Model Architecture

As shown in Fig. 2, M2Diffuser expects three inputs, the
current diffusion time step t, intermediate sampled trajectory τt
and a scene point cloud cropped from the 3D scan based on the
bounding box around the robot. The noise prediction network
ϵθ builds on previous work [62] and adopts a PointTransformer
to encode the 3D observation and output latent per-point
features as the key and value for the cross-attention module.
Moreover, ϵθ utilizes a fully-connected layer along with
positional embedding to extract high-dimensional features from
the trajectory. These features are then fused with the diffusion
time step embedding through a ResBlock. The fused results
are subsequently fed into a self-attention module and served
as the query for the cross-attention module. Following that,

b.Expert Solver

whole-body trajectory
solved by VKC planner

a.Task Builder
1)task:object_grasping
2)scene:physcene_5832
3)object:book_81_link
4)base_init_pos:[x,y,θ]
5)grasp_pose:SE(3)
  ......

grasp_pose

init_state

object_link
Scene & Robot URDF

① ②

②

Dataset Description
1)task information
2)transform matrix
3)expert trajectory
4)robot-centric scans
  ......

Grasping Placement 

c.Data Collector

scene

object
agent 

target area

Fig. 4. Dataset collection procedure. (a) The Task Builder enables the
construction of mobile manipulation tasks through high-level configurations,
including scene and robot URDF, manipulated object link, target end effector
goal, and task type. (b) The Expert Solver computes optimal whole-body
coordinated trajectories by leveraging the VKC algorithm [35], [36]. (c) The
Data Collector is responsible for recording the planned trajectories, and
processing the segmented point clouds cropped from the perfect 3D scan based
on the bounding box around the robot’s initial position.

ϵθ estimates the noise in the current time step by employing
a feedforward layer. Finally, leveraging the estimated noise,
M2Diffuser samples the next intermediate trajectory τt−1 with
guidance from the energy and cost functions.

III. EXPERIMENTS IN SIMULATED 3D SCENES

A. Dataset Preparation

To collect a large volume of whole-body coordinated expert
trajectories, we utilize the autonomous tool developed in
our previous work [96]. The data collection procedure is
illustrated in Fig. 4. The collected grasping and placement
expert trajectories cover 26 common objects with diverse
geometries across 24 and 32 simulated 3D scenes, respectively.
Specifically, the 24 scenes used for grasping data collection
are divided into two groups. From 17 of these scenes, we
collected 10673 grasping expert trajectories, which are split
into training and testing sets with a 9:1 ratio. The remaining
335 trajectories, collected from the other 7 scenes, are used
exclusively for evaluating the model’s generalizability to novel
scenes. Similarly, the 32 scenes used for placement data
collection are divided into two groups. From 24 of these scenes,
we collect 8996 placement expert trajectories, which are also
divided into training and testing sets following the same ratio.
The remaining 351 trajectories from the other 8 scenes are
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TABLE I
STATISTICAL ANALYSIS OF WHOLE-BODY TRAJECTORY DATASETS.

Trajectory Dataset
Pan Book Fork Knife Spoon Cup Bowl Sponge Bottle Shaker Spatula Ladle Mug Egg Potato Statue Plate

Grasp. Set One 771/84 548/71 275/31 341/34 751/80 373/33 229/21 592/78 1015/129 598/77 360/49 33/4 360/91 116/16 119/8 773/79 1324/129

Grasp. Set Two 0/21 0/17 0/13 0/21 0/25 0/34 0/26 0/21 0/26 0/21 0/21 0/21 0/21 0/21 0/26 ✗ ✗

Place. Set One 407/44 626/77 278/26 615/59 611/68 140/13 187/25 967/111 1084/105 1084/105 159/17 1352/144 364/48 19/0 12/3 16/0 184/25

Place. Set Two ✗ 0/48 0/47 ✗ 0/48 0/48 0/6 ✗ 0/24 0/1 0/48 0/24 0/8 0/3 ✗ ✗ ✗

The grasping and placement trajectories respectively collected from 24 and 32 simulated scenes are divided into two subsets: set one and set two
(generalization evaluation set). The data in the table indicates the number of trajectories used for training (left) and testing (right). We train our model and
baselines only on set one and respectively evaluate models performance on both set one (seen scenes) and set two (unseen scenes).

Grasping 
Motion 

ObjectGrasping Quantitative Evaluation

orand

Grasping Success Grasping Failure

②

Placement Motion

Object

Ｇopen the gripper

Stable Placement Unstable PlacementPlacement Success Placement Failure

Placement Quantitative Evaluation
object bounding box (o-xy)
placement target area (o-xy)

OR=
min(     ,      )

table

Fig. 5. Quantitative evaluation metrics of grasping and placement tasks.
Previous work [3], [19], [91], [98] evaluate object grasping by the contact
between the end effector’s bounding sphere and the object surface. This
evaluation strategy often fails to reflect how the grasping performs in real-
world scenarios. In this paper, we evaluate object grasping and placement
quality by success rate in simulated scenes with physical simulation enabled.
We use NVIDIA Isaac Sim as the physical simulator.

used solely for generalizability evaluation. Tab. I displays some
of the manipulated objects along with the number of expert
demonstrations used for training and testing. Notably, we reuse
the grasping trajectories from our dataset to train and test the
target-reaching task.

All our collected expert demonstrations are planned by VKC
algorithm [35], [36], an optimization-based global planner
specifically designed to solve whole-body trajectory optimiza-
tion. We use a planning horizon of 50 time steps. The simulated
3D scenes used in our work are sourced from PhyScene [97],
a scene synthesis method that generates realistic 3D household
scenes with rich interactive objects, tailored for robot learning.

B. Mobile Manipulation Tasks for Evaluation

a) Object Grasping: For a given grasping task, the model
input is the segmented and cropped point cloud observed in
the robot’s initial base frame (see Fig. 4). These points encode
three segmentation classes: target object Ps ∈ R4096×3, object

geometry Po ∈ R512×3 and optional robot geometry at current
state Pr ∈ R1024×3 (only for baselines). Here, the input of
MπFormer is a sequence of these observed point clouds.

We quantitatively define the successful grasping with the
assistance of NVIDIA Isaac Sim (as shown in Fig. 5). In the last
frame of the generated trajectory, we gradually close the gripper
to the smallest opening and note the transformation matrix from
the object to the end effector as Hinit = [Rinit | Tinit]. Then,
we lift the arm up a certain height, and the transformation
matrix at this point is noted as Hfinal = [Rfinal | Tfinal]. If the
object is gripped successfully, dT = ∥Tinit −Tfinal∥2 < εT
and dR =

∥∥LogMap
(
R⊤

initRfinal
)∥∥ < εR, we consider this

grasping successful. In the grasping task evaluation, we set εT
to 2cm and εR to 15°.

b) Object Placement: The input point clouds in placement
tasks consist of four types of points (see Fig. 4): scene points,
points on the object’s stable placement surface, points in the
target placement area Pp ∈ R512×3, and optional robot surface
points at the current state (only for baselines). The target area
is defined as the projection of the object’s 3D bounding box
onto the horizontal plane when stably placed, with an example
shown by the blue box in Fig. 5.

We also quantitatively define the successful placement in
NVIDIA Isaac Sim. In the last frame of the generated motion,
we smoothly open the robot’s gripper until it’s fully open.
Assuming that after 600 simulation steps the object no longer
moves, and the overlap ratio (OR) of the bounding box of the
object and the target area in the horizontal direction is above
εOR, we consider this placement successful (see Fig. 5). In
the placement evaluation, εOR is set to 0.5.

c) Goal-reaching: Given the scene’s 3D scan and the
surface point cloud of the end effector at the target pose,
the motion generator requires to generate a whole-body motion
which makes the end effector finally reach the target goal. Input
point cloud includes three class points, there are scene points,
goal points Pg ∈ R512×3 and optional robot surface points at
current state (only for baselines). For simplicity, we reuse the
grasping trajectories in the dataset for training and testing of
goal-reaching task by replacing object points with the surface
points of the end effector at the target pose. If the position and
orientation target errors of final end effector are below 4cm
and 20° respectively, we consider this generated goal-reaching
motion a success.
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(a) successful grasping trajectories generated by M2Diffuser

(b) successful placement trajectories generated by M2Diffuser

Fig. 6. Successful trajectories generated by M2Diffuser on object grasping and placement tasks. These figures illustrate the successful trajectories generated by
our method in (a) grasping and (b) placement tasks involving various objects.

Contact 
Grasping

Env.
Collision

(a) failed object grasping

Collision
Placement

Env.
Collision

(b) failed object placement

Goal
Deviation

Env.
Collision

(c) failed goal-reaching

Fig. 7. Typical failure cases of baseline models. The trajectories generated by baselines fail to (a) grasp the object due to collisions and physical contact, (b)
place the object due to an improper pose, and (c) reach the target end effector goal.

C. Experiment Setup

a) Baseline Methods: To the best of our knowledge,
M2Diffuser is the first attempt to learn a whole-body neural
motion planner for achieving the trajectory generation for
mobile manipulation in 3D scenes. Reviewing studies akin to
our research, we select MπNets [14] and design MπFormer as
compared baselines.

• MπNets [14] is recognized as the state-of-the-art model
for addressing collision-free goal-reaching problem, with
demonstrated success in 3D-based tabletop manipulation.
MπNets is a reactive motion planner, generating the entire
trajectories based on autoregressive planning. We extend
this model to the mobile manipulation domain to simul-
taneously predict the base-arm coordinated configuration
states. To adapt MπNets for mobile manipulation in 3D

environments, we replace the scene-centric observation
originally used with the robot-centric observation as the
visual input. Since MπNets represents the environment
using simple primitive shapes (e.g., cubes, cylinders), we
utilize the method from [99] to convert non-watertight
meshes into SDF, allowing MπNets to compute the same
collision loss for more complex 3D scenes.

• MπFormer is an advanced variant of the Skill Trans-
former [91] with three key modifications. First, we inte-
grate the action prediction module and the skill prediction
module from the original network into a unified whole-
body action generation module. This module directly
generates coordinated movements of both the base and
arms. Second, we enhance the model by incorporating
the visual encoder from MπNets to process 3D scans,
replacing the original depth encoder. Lastly, MπFormer
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TABLE II
PERFORMANCE COMPARISON OF DIFFERENT METHODS ON THREE MOBILE

MANIPULATION TASKS.

Test Set Methods Success Rate (%)↑ Solving Time (s)↓

MπNets 0.00 \
MπFormer 3.93 0.51 ± 0.01

Ours (w/o opt.) 21.95 0.47 ± 0.16

Ours (w/ opt.) 30.54 4.74 ± 0.14

MπNets 2.33 0.63 ± 0.05

MπFormer 0.89 0.64 ± 0.07

Ours (w/o opt.) 4.67 0.77 ± 0.33

Ours (w/ opt.) 22.89 4.93 ± 0.64

MπNets 3.24 0.46 ± 0.08

MπFormer 1.18 0.88 ± 0.01

Ours (w/o opt.) 25.49 0.55 ± 0.26

Te
st
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ne

(s
ee
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sc
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es

)

Ours (w/ opt.) 30.49 3.89 ± 1.16

MπNets 0.00 \
MπFormer 3.28 0.73 ± 0.15

Ours (w/o opt.) 9.25 0.66 ± 0.20

Ours (w/ opt.) 14.33 6.43 ± 0.29

MπNets 0.85 0.59 ± 0.01

MπFormer 0.28 0.61 ± 0.11

Ours (w/o opt.) 5.70 0.71 ± 0.25

Ours (w/ opt.) 12.25 4.23 ± 0.17

MπNets 0.90 0.49 ± 0.12

MπFormer 0.00 \
Ours (w/o opt.) 9.19 0.64 ± 0.21Te

st
Se

t
Tw

o
(u

ns
ee

n
sc

en
es

)

Ours (w/ opt.) 12.61 4.93 ± 0.25

We qualitatively compare the success rate and solving time of our model
with two baseline models across three mobile manipulation tasks (i.e., object
grasping, object placement and goal-reaching), followed by a systematic
evaluation of the performance of three neural motion planners on both
familiar training scenes and previously unseen scenes.

utilizes the transformer architecture from the Decision
Transformer [100] to improve sequence modeling for long-
horizon mobile manipulation.

b) Evaluation Metrics: We use some quantitative metrics
to evaluate the physical plausibility and task-related completion
of generated motion over three diverse tasks.

• Success Rate: A trajectory is successful if there are no
physical violations, and the position and orientation of
final end effector completes the specific task.

• Time: The wall time of successful trajectory generation
for solving the specific task.

• Collision Rate: The rate of self and scene collisions.
• Joint Violation: The rate of joint values out of the limits.
• Smoothness: Same as [14], we compute the Spectral Arc

Length (SPARC) [101] values for joint-space trajectory
and end effector trajectory. If all these values are below
-1.6, we consider the trajectory to be smooth. The smaller
the SPARC value, the smoother the trajectory.

c) Training Implementation: We implement M2Diffuser
and two baselines in Ubuntu 20.04 with PyTorch, training
them on a desktop with an AMD Ryzen 9 7950X 16-Core
CPU, two NVIDIA GeForce RTX 4090 GPU, and 128GB of
RAM. During the training of M2Diffuser, we use the Adam
optimizer with a learning rate 0.0001 to update the model
parameters. The maximum diffusion step is set to 50, and we
train the model for 2000 epochs with a batch size of 256 per
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Fig. 8. Analysis of errors in trajectories generated by different methods. (a)
the minimum distance between the final end effector of generated motion and
the manipulated object across all grasping tasks. (b) the horizontal distance
between the centers of the bounding boxes of the object at final position and
the target area across all placement tasks. (c) the position target error between
the pose of final end effector and the given pose across all goal-reaching tasks.
(d) the orientation target error between the pose of final end effector and the
given pose across all goal-reaching tasks.

task from the dataset. Specifically, we train MπNets for 100
epochs using a batch size of 256. The other hyperparameters
and configurations for MπNets remain unchanged from the
original setup [14]. Likewise, we train MπFormer for 100
epochs with a batch size of 64, using the AdamW optimizer
with an initial learning rate of 0.0008 and a weight decay of
0.003, where a cosine schedule is employed with 10 epochs
warmup. We select the best model in terms of performance
on the validation split throughout the training process. More
details about model training can be found in our code.

D. Results Analysis

As illustrated in Fig. 6, we visualize the trajectories generated
by our method to successfully grasp and place objects. We
conduct a comprehensive evaluation of the performance of three
models on various testing sets. As shown in Tab. II, M2Diffuser
demonstrates the highest success rates across the three mobile
manipulation tasks. Specifically, for seen environments during
training phase, M2Diffuser achieves the best success rates of
30.54% in object grasping, 22.89% in object placement, and
30.49% in goal-reaching. However, the success rates of MπNets
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and MπFormer did not exceed 5% in any task. For tasks in
unknown 3D scenes, M2Diffuser also demonstrates stronger
generalizability for novel environments than two baselines, with
success rates of 14.33%, 12.25%, and 12.61% across three
mobile manipulation tasks.

Additionally, we find that the trajectories generated by
the baselines generally bring the end effector close to the
manipulated object (see Fig. 8a), target placement area (see
Fig. 8b) or target end effector goal (see Fig. 8c and see
Fig. 8d). However, the inherent shortsightedness of step-by-step
autoregressive planning commonly prevents the end effector
from successfully converging to an effective grasping pose (see
Fig. 7a), precise placement (see Fig. 7b) or reaching the target
goal (see Fig. 7c). In contrast, M2Diffuser directly generates
and optimizes an entire whole-body motion through an iterative
denoising process, thus avoiding these issues, though this comes
with an increased solving time.

Furthermore, we observe that frequent jittery movements of
the end effector during the transition between adjacent states
are the most common failure factor for the baselines. This
issue arises mainly due to the frequent distributional shifts
and data variance in model training, as well as the inherent
shortsightedness of the autoregressive process, which typically
results in an ambiguous decision boundary. Autoregressive
planning considers only the partially observed sequence of
states, without accounting for the global goal of the task. This
shortsightedness results in suboptimal planning, especially in
long-horizon and high-dimensional mobile manipulation, where
the final end effector pose often deviates from the optimal
solution, compromising the overall task performance.

The M2Diffuser has three advantages over the previous
SOTA neural motion planners in handling complex mobile
manipulation tasks with the 3D environments.

a) Motion generation with trajectory optimization:
Effective mobile manipulation necessitates robots to interact
with their surroundings, while adhering to multiple constraints
imposed by both the agent embodiment and the environmental
context. Unlike baselines, M2Diffuser avoids the paradigm to
design explicit loss functions during model training for learning
certain constraints (e.g., collision avoidance [14]). Instead,
M2Diffuser integrates physical constraints into the diffusion
model and design a guided optimization mechanism in the
generation process, leading to an efficient way to introduce
implicit task requirements in a differentiable manner for jointly
optimizing the task goal sampling and the trajectory generation,
ensuring physical plausibility and task-related completeness of
the generated motion. This design also facilitates the integration
of multiple constraints and fine-tuning of hyperparameters.

As shown in Tab. III, M2Diffuser without tajectory optimiza-
tion exhibits a higher collision rate with the seen environment
compared to MπNets, because collision-avoidance constraint
was not considered during the its training phase. However, by
introducing the collision-avoidance guided function defined
in Eq. 13, the optimized trajectories demonstrate the lowest
collision rates on the familiar 3D scenes. Similarly, as indicated
in 6th and 7th columns of Tab. III, the SPARC value of
the trajectories sampled by M2Diffuser decreases with the
guidance of Eq. 15. These smooth trajectories benefits the

TABLE III
PHYSICAL METRICS OF TRAJECTORIES GENERATED BY DIFFERENT

METHODS ACROSS THREE MOBILE MANIPULATION TASKS.

Test Set Methods Coll.
Rate (%)

Avg. Coll.
Depth (cm)

Med. Coll.
Depth (cm)

Avg. Config
SPARC

Avg. End Eff
SPARC

Joint
Viol. (%)

MπNets 26.40 5.03 3.65 −4.55 −2.72 5.59
MπFormer 37.06 4.71 2.94 −4.35 −2.42 1.86

Ours (w/o opt.) 34.27 3.67 2.34 −2.69 −2.22 0.21
Ours (w/ opt.) 20.29 3.77 2.50 −3.29 −2.94 0.41

MπNets 32.44 5.81 4.04 −6.87 −3.16 31.00
MπFormer 63.33 5.46 3.23 −6.81 −3.20 30.00

Ours (w/o opt.) 42.44 4.58 2.56 −2.69 −2.40 0.78
Ours (w/ opt.) 24.78 5.60 3.68 −3.90 −2.63 0.33

MπNets 21.22 5.61 4.33 −4.56 −2.55 0.69
MπFormer 71.86 6.78 4.74 −4.67 −3.57 0.00

Ours (w/o opt.) 27.06 4.09 2.72 −2.70 −2.29 0.20Te
st

Se
t

O
ne

(s
ee
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)

Ours (w/ opt.) 20.20 4.24 3.04 −2.80 −2.39 0.29

MπNets 33.73 3.22 1.47 −4.96 −2.87 3.88
MπFormer 32.54 1.96 1.40 −4.67 −2.54 0.60

Ours (w/o opt.) 53.13 4.79 2.42 −2.61 −2.01 0.30
Ours (w/ opt.) 36.42 5.47 2.62 −3.16 −2.62 0.30

MπNets 37.89 6.60 4.37 −6.30 −3.36 33.33
MπFormer 66.10 6.08 3.63 −6.65 −3.32 15.67

Ours (w/o opt.) 57.83 8.75 6.80 −2.51 −2.24 0.85
Ours (w/ opt.) 27.68 9.22 7.70 −4.06 −3.76 0.28

MπNets 20.90 7.64 6.46 −4.62 −2.75 0.36
MπFormer 49.19 7.60 5.45 −4.62 −3.56 0.00

Ours (w/o opt.) 50.45 6.09 3.65 −2.65 −2.17 0.00Te
st

Se
t

Tw
o
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n

sc
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)

Ours (w/ opt.) 43.60 6.53 4.29 −2.70 −2.26 0.00

We calculate a series of physical metrics for the trajectories generated by
different models. These metrics include the overall collision rate, the average
and median collision depths with the environment for all collision-planning
cases, the average SPARC values in both the configuration space and end
effector space, as well as overall joint violation rate across all mobile
manipulation tasks.

action execution for the low-level controller. Moreover, our
optimization framework also supports data-driven objective
functions. As illustrated in Fig. 9, by incorporating implicit
grasping and placement energy functions, the task completion
of the generated trajectories for grasping and placing objects
significantly improves.

Abovementioned optimization framework not only enhances
the adaptability of learned planner to complex tasks but also
outperforms baseline methods in ensuring safe and successful
manipulations in various scenarios.

b) Generalizability and robustness in diverse environ-
ments: M2Diffuser utilizes a robot-centric 3D scan for visual
observation, which enhances its generalizability across diverse
scenarios compared to scene-centric models. By focusing on
the local environment around the robot rather than the entire
scene, M2Diffuser is more readily extensible to unknown and
real-world scenarios. It has demonstrated robust performance
in a variety of settings. As evidenced by the results in Tab. II,
M2Diffuser achieves success rates of 14.33%, 12.25%, and
12.61% for three evaluation tasks, respectively, in previously
unseen scenes. Furthermore, when deployed in real household
environments (see Sec. IV), the model trained on simulated
data can be directly applied to real 3D environments without
any performance gap. Furthermore, our method exhibits strong
generalizability at the object level, facilitating the manipulation
of a diverse range of geometric shapes and object categories. As
demonstrated in Tab. IV, our approach significantly surpasses
baseline models in terms of success rates for grasping and
placing various objects.

c) Near optimal trajectory generation: M2Diffuser gen-
erates trajectories via an iterative denoising process, which
infers the entire action sequence rather than only single-step
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Fig. 9. Final states of generated trajectory: M2Diffuser (Ours) vs. MπNets (Baseline). This illustration, rendered in NVIDIA Isaac Sim, displays the final
states of trajectories generated by various methods across three mobile manipulation tasks, highlighting the comparative performance of M2Diffuser and
MπNets in task completion.

TABLE IV
SUCCESS RATE (%) FOR GRASPING AND PLACING VARIOUS OBJECTS USING DIFFERENT METHODS.

Test Set Methods All
Pan Book Fork Knife Spoon Cup Bowl Sponge Bottle Shaker Spatula Mug Egg Statue Plate

MπNets 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
MπFormer 3.93 3.57 18.31 0.00 8.82 2.50 3.03 4.76 1.28 3.10 1.30 0.00 0.00 0.00 0.00 6.98

Ours (w/o opt.) 21.95 32.14 30.99 0.00 8.82 13.75 15.15 14.29 21.79 24.81 28.57 4.65 18.37 12.50 26.58 27.13
Ours (w/ opt.) 30.54 39.29 28.17 6.45 11.76 20.00 27.27 23.81 30.77 22.48 37.84 18.60 28.57 12.50 55.70 45.74

MπNets 2.33 0.00 3.90 0.00 1.69 0.00 0.00 4.00 1.80 4.76 0.00 0.00 \ 0.00 0.00 6.67
MπFormer 0.89 6.82 1.30 0.00 0.00 0.00 0.00 0.00 0.00 0.95 0.00 0.00 \ 0.00 0.00 3.33

Ours (w/o opt.) 4.67 9.09 16.88 3.85 1.69 0.00 0.00 8.00 0.00 2.86 0.00 3.47 \ 0.00 8.00 8.89

Te
st

Se
t

O
ne

Ours (w/ opt.) 22.89 36.36 64.94 3.85 3.39 4.41 15.38 32.00 28.83 3.81 0.00 11.81 \ 33.33 20.00 58.89

MπNets 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 \ \
MπFormer 3.28 4.76 0.00 0.00 0.00 0.00 11.76 19.23 4.76 0.00 0.00 0.00 0.00 0.00 \ \

Ours (w/o opt.) 9.25 9.52 11.76 0.00 0.00 24.00 0.00 7.69 19.05 3.85 23.81 9.52 23.81 4.76 \ \
Ours (w/ opt.) 14.33 38.10 23.53 7.69 4.76 4.00 8.82 3.85 33.33 0.00 38.10 33.33 19.05 4.76 \ \

MπNets 0.85 \ 6.25 0.00 \ 0.00 0.00 0.00 \ 0.00 0.00 0.00 0.00 0.00 \ \
MπFormer 0.28 \ 2.08 0.00 \ 0.00 0.00 0.00 \ 0.00 0.00 0.00 0.00 0.00 \ \

Ours (w/o opt.) 5.70 \ 25.00 0.00 \ 2.08 0.00 16.67 \ 0.00 0.00 12.50 0.00 0.00 \ \

Te
st

Se
t

Tw
o

Ours (w/ opt.) 12.25 \ 62.50 0.00 \ 0.00 14.58 50.00 \ 0.00 0.00 4.17 0.00 0.00 \ \

We report the success rates of M2Diffuser and two baselines for grasping and placing 15 objects from the test set. Test set one includes the results from
testing in familiar scenes that were encountered during training, while test set two reflects the results in novel scenes that were not seen during training.

actions. This property inherently promotes global optimality,
as it considers the long-term effects of each action throughout
the sequence, avoiding the pitfalls of myopic planning. This
is crucial for high-dimensional mobile manipulation, where
even small errors can be costly (see the 1st row of Fig. 9).
Consequently, the trajectories produced by M2Diffuser not
only exhibit temporal consistency but also closely align with
the globally optimal paths planned by the expert planner, as
shown in Fig. 10. These results highlight the superiority of

M2Diffuser in learning high-dimensional, whole-body mobile
manipulation with a focus on global optimization.

E. Ablation Experiments
To confirm the significance of the learned diffusion priors

for trajectory sampling and optimization, we present both phys-
ical and task-related performance comparison for trajectories
sampled with and without diffusion priors. As demonstrated
in Tab. V, our method considerably outperforms the direct use
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Fig. 10. Performance comparison of different models in learning globally
optimal expert planner. We summarize the planning results of goal-reaching
tasks, where MπNets, MπFormer and the expert planner (VKC) all successfully
perform. Then, we plot the continuous path curves for position and orientation
of the end effector as the planning progresses. In the path curves, each point
represents the average path length of position or orientation traversed by the
end effector at the current normalized planning step, while the shaded area
indicates the variance of the path length. Obviously, the planning results of
M2Diffuser closely align with those of the globally optimal expert planner.

of inverse Langevin diffusion in terms of convergence speed
and success rate. By learning a prior trajectory-level generator,
M2Diffuser efficiently guides the optimization algorithm to
rapidly search robust and high-quality solutions within a
reduced search space. In our experiments, the sampling process
of the inverse Langevin diffusion is defined by referencing
to [63], where

τk−1 = τk + 0.5α2
k∇τk

φ(τk) + αkϵ, ϵ ∼ N (0, I), (18)

with pre-defined step dependent coefficient αk and objective
function φ(·) previously defined in Eq. 6.

TABLE V
QUANTITATIVE COMPARISON OF M2DIFFUSER AND INVERSE LANGEVIN

DIFFUSION IN SOLVING GOAL-REACHING TASK.

Diffusion Priors Iterative Step Succ. Rate (%) Coll. Depth (m)

✗ 50 0.00 7.15
✗ 500 0.00 6.94
✗ 1000 0.00 6.79
✗ 2000 0.00 6.65

✓ 50 51.00 4.79

We randomly select 100 goal-reaching tasks to test the performance of
trajectory optimization with and without the learned diffusion priors.

IV. EXPERIMENTS IN REAL-WORLD 3D SCENES

This section illustrates the application of our method to a
real mobile manipulator performing objects rearrangement and
handover tasks in a real household environment. The real-world
3D environment and our robot system are depicted in Fig. 11.
To the best of our knowledge, this is the first study to directly
apply an IL-based neural motion planner trained on simulated
data to real-world mobile manipulation tasks. We confirm
that our method can seamlessly transfer from simulation to
the real world. The following subsections introduce robot
system settings (in Sec. IV-A), real-world experiment setup (in
Sec. IV-B), and real-world experiment results (in Sec. IV-C).

A. Robot System Settings

The robot used in our real-world experiments is a 10-DoF
mobile manipulator (see Fig. 11b), which consists of a 3-DoF
Dingo base with omnidirectional Mecanum wheels, a 7-DoF
Kinova Gen3 arm, and a Robotiq-2F-85 gripper. It shares
the same geometric embodiment as the robot model used in
simulations and has the capacity to perform intricate mobile
manipulation in man-made environments.

B. Experiment Setup

a) Mobile Manipulation Tasks: We set up a series of
object rearrangement tasks involving three common geometric
shapes: planar, cuboids, and cylindrical objects. In these tasks,
the robot is required to pick objects from their initial locations
and place them to specified target areas (e.g., on a table surface
or around a person) based on the segmented scene’s natural 3D
scan and object segmented masks. To successfully complete
the task, the robot must not only execute each grasping and
placement accurately but also avoid collisions or other physical
violations. A similar object rearrangement task was explored
in [4] and has been shown to be highly challenging in real-
world environments. The experimental site is set up in a real
living room environment with various objects and obstacles.
The model only trained with simulated data will be directly
used in the real-world setting without any fine-tuning.

b) Experiment Preparation: As shown in Fig. 11a, we scan
and reconstruct the household environment. The reconstructed
scene’s point cloud is then segmented and cropped to serve as
the visual input (see Fig. 11c) for M2Diffuser. Additionally,
we adopt the algorithm proposed by [99] to calculate the
SDF of the reconstructed scene for collision-avoidance cost
computation during trajectory optimization. In real-world
experiments, the overhead VICON system provides real-time
localization of the robot.

C. Experiment Results

As shown in Fig. 12, we conduct a series of pick-and-place
tasks involving various common objects, including a bottle, a
chip bag, a book and a tea box. For each task, the M2Diffuser
first generates a trajectory for grasping the object and then plans
a subsequent trajectory for placing it in a target area on the
table or around a person. In real-world experiments, we attempt
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(a) real-world 3D scan
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(c) robot-centic 3D scans for grasping and placement

Fig. 11. Real-world 3D environment and robot system. (a) The real-world 3D environment is scanned and reconstructed by using PolyCam software. (b)
The mobile manipulation system comprises a 3-DoF mobile base, a 7-DoF manipulation arm, and additional attachments. (c) The robot-centric 3D scans are
utilized for grasping and placements tasks in experiment one of Fig. 12.

(a)

(b)

(c)

(d)

Fig. 12. Real-world experiments. From top to bottom, the figures depict the mobile manipulator (a) taking a bottle from the cabinet and placing it on the table,
(b) handing a chip bag to a seated person, (c) retrieving a tea box from the cabinet and setting it on the table, and (d) delivering a book to a seated person.

to directly apply the model trained on simulated data to pick-
and-place tasks in real-world 3D scenes and unseen objects,
achieving significant success. By leveraging robot-centric 3D
scans as visual input, our model first achieves seamless sim-to-
real transfer in learning-based mobile manipulation. However,
previous works either failed to directly apply models trained
in simulation to real-world scenarios or were limited to highly
structured environments. Additionally, we also demonstrate the
generalizability and robustness of the trajectory optimization
framework in handling previously unseen environments and
objects.

V. LIMITATIONS AND FUTURE WORK

The primary limitations of the M2Diffuser include its slow
training and inference speed and strong dependence on the
objective function designs. More details are as follows:

a) Slow Training and Inference: The training and in-
ference of M2Diffuser are both slow due to the numerous
iterative steps required for generating outputs, a common issue
with diffusion models. As M2Diffuser optimizes the sampled
trajectories at each iterative denoising step, it is incompatible
with sampling acceleration algorithms such as DDIM [102],
which often compromise optimization performance. As shown

in Tab. II, the introduction of optimized guidance terms results
in a 5 to 10-fold decrease in inference speed for M2Diffuser.

b) Strong Dependence on Objective Designs: M2Diffuser
optimizes the sampled trajectories, depending heavily on the
design of the energy and cost functions, as well as meticulous
hyper-parameter tuning. These functions can be either explicitly
defined through heuristic designs or implicitly derived from
data-driven models. However, for the multi-stage tasks in [59]
and the human-like skills in [103], task-related optimization
often proves impractical due to the challenges on designing
smooth objective functions.

In future work, we will attempt to solve the aforementioned
limitations by exploring the latest advancements in diffusion
model acceleration and loss guidance algorithms to reduce
the number of inference steps required without sacrificing
optimized performance, such as new noise schedules [104] and
LGD-MC [105].

VI. CONCLUSION

We proposed M2Diffuser, the first scene-conditioned motion
generator tailored for mobile manipulation in EAI. M2Diffuser
seamlessly integrates multiple physical constraints and task ob-
jective, and employs generative modeling techniques to directly
generate highly coordinated whole-body motion trajectories
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with physical plausibility and task completion from natural
3D scans. We demonstrate that the M2Diffuser outperforms
previous SOTA neural motion planners by a large margin
on various tasks, establishing its efficacy and flexibility.
Furthermore, we also demonstrated that the diffusion-based
planning paradigm, along with using robot-centric 3D scans
as visual observation, can be more effective for the real-world
generalization and deployment of mobile manipulation.
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